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Part III: Selected 
State-of-the-art
1) Data preparation solutions

“Which tools can support interactive data exploration and specification of data 
preparation pipelines?”
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Data Preparation Features in Commercial 
Tools (2020)

• Analysis of different commercial 
tools for data preparation in 
[Hameed & Nauman 2020]

• Tools that specifically address the 
data preparation task

• Availability of a comprehensive and 
intuitive GUI to select and apply 
preparations

• Tools that specifically address the 
data preparation task

• Comprehensive and sophisticated 
preparation features

• Proper documentation for the tools
• Availability of a trial version / 

customer assistance

Table 1: Selected data preparation tools

Tool name URL
Altair Monarch Data Preparation https://www.datawatch.com/in-action/monarch-draft/
Paxata Self Service Data Preparation https://www.paxata.com/self-service-data-prep/
SAP Agile Data Preparation https://www.sap.com/germany/products/data-preparation.html
SAS Data Preparation https://www.sas.com/en_us/software/data-preparation.html
Tableau Prep https://www.tableau.com/products/prep
Talend Data Preparation https://www.talend.com/products/data-preparation/
Trifacta Wrangler https://www.trifacta.com/products/wrangler-editions/

distributed in-memory processing. In addition to
common features, SAS o↵ers code-based transfor-
mations for users to write and share custom code
to transform data, supporting re-usability of prepa-
ration pipelines.

Tableau Prep implements a workflow approach to
organize and prepare messy data. With its interac-
tive interface and workspace plans, users have the
freedom to perform multiple operations simultane-
ously. Tableau prep comprises two parts, namely
Tableau Prep Builder, which is designed to develop
so-called flows, manage data and apply operations
on data, and Tableau Prep Conductor to share,
schedule, and monitor the flows.

Talend Data Preparation o↵ers many specific
data preparation functionalities tailored to the task
at hand. For instance, for data cleaning, di↵er-
ent functions exist for cleaning numeric data val-
ues, strings and date inputs. One of its main fea-
tures is “selective sampling” of data for insights and
operations that can be later deployed on the en-
tire dataset. Talend actively contributes to solving
system-level challenges, e.g., one of its intelligent
system features is pipeline automation, to save and
reuse data preparation tasks or steps.

Trifacta Wrangler prepares data using multiple
data preparation functions and intelligently predicts
patterns to provide suggestions that help users to
transform data. Apart from common preparation
tasks, it o↵ers additional interesting features, such
as primary key generation, transform data by exam-
ple, and permitted character checks. Wrangler uses
regular expressions for most of its pattern-based fea-
tures. The significance of Wrangler preparators is
their degree of sophistication. For example, the lo-

cate outlier not only identifies the outliers, but also
plots a histogram of the entire column. The tool
was spun out of the Wrangler project [16].

3.2 Preparator matrix
Table 2 provides a feature matrix showing which

preparator is supported by which tool in each of the
six categories. We evaluated each of these prepara-
tors on three datasets downloaded from public data

repositories: (i) Kaggle – 120 years of Olympic his-
tory (athletes and results)2, (ii) IMDb – data about
movies3, and (iii) UK government web archive, as
mentioned in Section 1.2.

The population of this preparator matrix was not
a trivial task. Initially, we analyzed the tool’s doc-
umentation to gather all available preparators. We
then downloaded trial versions of all tools and (gen-
erously) evaluated for each of the seven tools and
each of the 40 preparators whether they o↵er this
functionality. Section 4 describes in more detail how
we populated the feature matrix. All tools and their
corresponding documented preparators were gath-
ered before September 2, 2019.

The basic functionality of most preparators is
self-explanatory by their name – their precise imple-
mentation and parameterization might di↵er from
tool to tool and it would be beyond the scope of this
article to describe each. Instead, we have selected
three exemplary preparators to illustrate their func-
tion and the intricacies involved in even simple data
preparation tasks. We use the same three prepara-
tors in Section 4 to highlight some capabilities of
individual tools.

Keep or Delete Filtered Rows: Filtering operations
customize data views and provide output based on
specified predicates, for instance to filter data that
can be deleted, extracted or altered for further anal-
ysis. In its basic form, filtering allows simple pred-
icates, akin to SQL conditions. A more intelligent
approach would be to use a richer language, such as
regular expressions, for filtering.

Value Standardization: A typical preparation oper-
ation is to change the values of a column to follow
some standard. That standard could be a frequent
pattern derived from the data itself or taken from
an external authority. A more sophisticated pre-
parator could help in automatically detecting rel-
evant data clusters for standardization. Popular
techniques include fuzzy matching for clustering to
2https://www.kaggle.com/heesoo37/
120-years-of-olympic-history-athletes-and-results
3ftp://ftp.fu-berlin.de/pub/misc/movies/
database/frozendata/

22 SIGMOD Record, September 2020 (Vol. 49, No. 3)
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Data Preparation Features in Commercial 
Tools (2020)

Table 2: Data preparation tool feature matrix

Categories Available features Data preparation tools
Altair Paxata SAP SAS Tableau Talend Trifacta

Data discovery Locate missing values (nulls) X X X X X X X
Locate outliers X X X
Search by pattern X X X X X X X
Sort data X X X X X X X

Data validation Compare values (selection and join) X X X X X X
Check data range X X X X X X
Check permitted characters X
Check column uniqueness X X X X X X
Find type-mismatched data X X X X X
Find data-mismatched datatypes X X X

Data structuring Change column data type X X X X X X X
Delete column X X X X X X X
Detect & change encoding X X
Pivot / unpivot X X X X X
Rename column X X X X X X X
Split column X X X X X X X
Transform by example [13] X X

Data enrichment Assign semantic data type X X X
Calculate column using expressions X X X X X X X
Discover & merge external data X X X X X
Duplicate column X X X X X X
Generate primary key column X X
Join & union X X X X X X X
Merge columns X X X X X
Normalize numeric values X X X X X X X

Data filtering Delete/keep filtered rows X X X X X X X
Delete empty and invalid rows X X X X X X X
Extract value parts X X X X
Filter with regular expressions X

Data cleaning Change date & time format X X X X X X X
Change letter case X X X X X X X
Change number format X X X X X X X
Deduplicate data X X X X X X
Delete by pattern X X X X X X
Edit & replace cell data X X X X X X X
Fill empty cells X X X X
Remove extra whitespace X X X X X X X
Remove diacritics X
Standardize strings by pattern X X X X X X
Standardize values in clusters X X X X X X

• Relational data (no nested or graph-structured
data, such as XML, JSON or RDF)

Some of the aforementioned assumptions pose in-
teresting research problems in themselves, which
have been addressed in isolation by other researchers,
such as detecting tables in complex spreadsheets [6]
or converting HTML tables to relations [19].

User expertise needed: Another challenge we
experienced was the need of the combination of do-
main knowledge and IT-knowledge for tool usabil-
ity. Most tools require the user to be an expert in
the dataset domain and have prior knowledge and
understanding of the datasets and of the data pre-
paration goal.

Moreover, beyond simple predicates, most tools
allow the use of regular expressions to match, split,

or delete data. A typical domain-expert cannot be
expected to formulate often intricate regular expres-
sions.

Lack of intelligent solutions: All surveyed tools
o↵er useful data preparation functions. However,
most tools and most preparators lack intelligent so-
lutions for more automated data preparation tasks.
For example Deduplicate data removes duplicate rec-
ords from a source. The surveyed tools deduplicate
data only on exact match conditions, a more sophis-
ticated version would involve deduplication based
on similarity measures. Another problem for many
tools is column heterogeneity, i.e., if columns con-
tain data in multiple formats. Currently, users need
to manually filter those di↵erent groups and pre-
pare them separately. An automatic homogeniza-
tion would be helpful but also poses a challenging

24 SIGMOD Record, September 2020 (Vol. 49, No. 3)

• Analysis of different commercial 
tools for data preparation in 
[Hameed & Nauman 2020]

• Tools that specifically address the 
data preparation task

• Availability of a comprehensive and 
intuitive GUI to select and apply 
preparations

• Tools that specifically address the 
data preparation task

• Comprehensive and sophisticated 
preparation features

• Proper documentation for the tools
• Availability of a trial version / 

customer assistance
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Data Preparation Features vs Semantic 
Data Enrichment

Table 2: Data preparation tool feature matrix

Categories Available features Data preparation tools
Altair Paxata SAP SAS Tableau Talend Trifacta

Data discovery Locate missing values (nulls) X X X X X X X
Locate outliers X X X
Search by pattern X X X X X X X
Sort data X X X X X X X

Data validation Compare values (selection and join) X X X X X X
Check data range X X X X X X
Check permitted characters X
Check column uniqueness X X X X X X
Find type-mismatched data X X X X X
Find data-mismatched datatypes X X X

Data structuring Change column data type X X X X X X X
Delete column X X X X X X X
Detect & change encoding X X
Pivot / unpivot X X X X X
Rename column X X X X X X X
Split column X X X X X X X
Transform by example [13] X X

Data enrichment Assign semantic data type X X X
Calculate column using expressions X X X X X X X
Discover & merge external data X X X X X
Duplicate column X X X X X X
Generate primary key column X X
Join & union X X X X X X X
Merge columns X X X X X
Normalize numeric values X X X X X X X

Data filtering Delete/keep filtered rows X X X X X X X
Delete empty and invalid rows X X X X X X X
Extract value parts X X X X
Filter with regular expressions X

Data cleaning Change date & time format X X X X X X X
Change letter case X X X X X X X
Change number format X X X X X X X
Deduplicate data X X X X X X
Delete by pattern X X X X X X
Edit & replace cell data X X X X X X X
Fill empty cells X X X X
Remove extra whitespace X X X X X X X
Remove diacritics X
Standardize strings by pattern X X X X X X
Standardize values in clusters X X X X X X

• Relational data (no nested or graph-structured
data, such as XML, JSON or RDF)

Some of the aforementioned assumptions pose in-
teresting research problems in themselves, which
have been addressed in isolation by other researchers,
such as detecting tables in complex spreadsheets [6]
or converting HTML tables to relations [19].

User expertise needed: Another challenge we
experienced was the need of the combination of do-
main knowledge and IT-knowledge for tool usabil-
ity. Most tools require the user to be an expert in
the dataset domain and have prior knowledge and
understanding of the datasets and of the data pre-
paration goal.

Moreover, beyond simple predicates, most tools
allow the use of regular expressions to match, split,

or delete data. A typical domain-expert cannot be
expected to formulate often intricate regular expres-
sions.

Lack of intelligent solutions: All surveyed tools
o↵er useful data preparation functions. However,
most tools and most preparators lack intelligent so-
lutions for more automated data preparation tasks.
For example Deduplicate data removes duplicate rec-
ords from a source. The surveyed tools deduplicate
data only on exact match conditions, a more sophis-
ticated version would involve deduplication based
on similarity measures. Another problem for many
tools is column heterogeneity, i.e., if columns con-
tain data in multiple formats. Currently, users need
to manually filter those di↵erent groups and pre-
pare them separately. An automatic homogeniza-
tion would be helpful but also poses a challenging

24 SIGMOD Record, September 2020 (Vol. 49, No. 3)

• Tools in [Hameed & Nauman 2020]
• Merge of external data is somehow 

supported
• Not directly supporting semantic techs / 

KGs
• Other “non research” tools explicitly 

supporting KGs: OpenRefine
• Google spin-off project, community-

driven, open source
• Features:

• Data manipulation / data quality
• Data linking and extension
• Large user base 

• Industry spin-offs: OntoText Refine (add 
batch processing) 

• Inspired our work
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Data Preparation Features vs Semantic 
Data Enrichment
• Tools in [Hameed & Nauman 2020]

• Merge of external data is somehow 
supported

• Not directly supporting semantic techs / 
KGs

• Other “non research” tools explicitly 
supporting KGs: OpenRefine

• Google spin-off project, community-
driven, open source

• Features:
• Data manipulation / data quality
• Data linking and extension
• Large user base 

• Industry spin-offs: OntoRefine (add 
batch processing) 

 

 
D1.1 Technical and Market Requirements 
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Figure 16: Ontotext Refine UI with menu item with common data cleaning macros 

As described on the Ontotext website, the tool supports analysing the input data that can be imported in 
different formats, including: 

• Tabular formats (TSV, CSV, *SV) 
• Fixed-width text files 
• Excel (XLS, XLSX) 
• JSON, JSON-LD, XML 
• RDF: XML, Turtle/N3 
• Databases (PostgreSQL, MySQL, MariaDB, SQLite) 

After importing the data, different data cleaning and data transformation operations are available, using 
powerful row and column manipulations, faceting, and clustering. An example of Ontotext Refine UI with 
menu item with common data cleaning macros is shown in Figure 16. These kinds of transformations can 
be implemented using: 

• Expressions and GREL (Google Refine Expression Language). 
• Custom python (jython) or scala code, by using OpenRefine’s dedicated extensions. 
• GraphDB Functions including standard SPARQL function, as well as additional SPIN functions. 
• Combining datasets between Refine projects by using the cross() function. 
• Combining multiple repositories and projects using SPARQL Federation and the virtual SPARQL 

endpoint of each Refine project. 
• The Refine command line interface. 
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Part III: Selected 
State-of-the-art
2) Scalable data pipelines

“Which kind of solutions exist for scaling up the execution of data enrichment 
pipelines?”
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Scaling Data Transformations

• Definition: scaling data transformations 
refers to efficiently transforming large 
datasets to enhance performance, accuracy, 
and usability.

• Importance:
• Handling big data: essential for 

managing and processing large 
volumes of data.

• Improving data quality: ensures data is 
accurate, consistent, and usable.

• Enabling real-time analytics: supports 
real-time data processing needs.
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Parallel Processing:

Utilize distributed computing 
frameworks like Apache Spark 
or Hadoop.
Split data into smaller chunks 
and process them 
simultaneously to improve 
efficiency.

Optimized Algorithms:

Implement efficient algorithms 
to reduce computation time.
Use indexing and partitioning 
techniques to speed up data 
access and processing.

Cloud Solutions:

Leverage cloud-based 
services (e.g., AWS Glue, 
Google Dataflow) for scalable 
data processing.
Benefit from auto-scaling 
features to handle varying 
data loads smoothly.

Incremental 
Processing:
Process data in increments 
rather than in large batches.
Use streaming platforms like 
Apache Kafka to handle real-
time data transformation 
needs.

Strategies for Scaling 
Data Transformations

• A survey on large-scale data management in cloud environments [Sakr & Sherif 2011] 
highlights key scalability techniques

• Popular tools include Amazon Kinesis, Apache Beam, and Apache Spark Streaming, with many 
others available
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High-level Functionalities 
of Scaling Tools 
Efficient workflow management requires tools that enhance 
scalability. 

These tools fall into four main macro high level functionalities :

1. Monitoring
Purpose: Track system performance and health
Functions: Metrics collection, dashboards, alerts

2. Debugging
Purpose: Identify and fix software issues
Functions: Code inspection, performance profiling, network 
analysis

3. Scheduling
Purpose: Automate and manage task execution
Functions: Job scheduling, workflow coordination, resource 
management

4. Designing (UI)
Purpose: Create and improve user interfaces
Functions: Wireframing, prototyping, user interaction testing

Selected SOTA approaches 
• Scalable techniques using containers 

[Dessalk et al. 2020] and traditional MAP 
reduce techniques [Liu et al. 2011]

• Examples of workflow management 
tools: ArgoWorkflow, Apache Airflow, 
Kubeflow, TAO, and many others
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Part III: Selected 
State-of-the-art
3) Tabular data annotation

“A walk through some recent semantic table annotation approaches under 
the lenses of data enrichment and its requirements… from heuristic methods 
to generative LLM-based approaches”
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Tabular Data Annotation

Given

● a relational table T  
● a Knowledge Graph (entities + statements) and an ontology (types + predicates) 

T is annotated when:

● each column of the table is associated with one or more types (CTA)
● each cell in the table is annotated with the entity in the catalog (CEA)
● each pair of columns is annotated with a binary relation in the catalog (CPA)

Name Coordinates Height Range

Le Mont Blanc 45°49′57″N 06°51′52″E 4808 M. Blanc massif

Hohtälli 45°98’96″N 07°80’25″E 3275 Pennine Alps

Monte Cervino 45°58′35″N 07°39′31″E 4478 Pennine Alps

KNOWLEDGE GRAPH

Mountain
RangeMountain xsd:integerxsd:string

Natural Place

georss:point
dbo:elevation

dbo:mountainRange
…

…

Mont_Blanc
MontBlanc

Massif4808

dbo:elevation

Schema level
Entity level
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Tabular Data Annotation

Given

● a relational table T  
● a Knowledge Graph (entities + statements) and an ontology (types + predicates) 

T is annotated when:
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Subject column

Named-Entity column

Literal column

Also referred to as “entity 
linking” (for tables) 



Name Coordinates Height Range

Mont Blanc 45°49′57″N 06°51′52″E 4808 Mont Blanc massif

Hohtälli 45°98’96″N 07°80’25″E 3275 Pennine Alps

Monte Cervino 45°58′35″N 07°39′31″E 4478 Pennine Alps

Tabular Data Annotation

Given

● a relational table T  
● a Knowledge Graph (entities + statements) and an ontology (types + predicates) 

T is annotated when:

● each column is associated with one or more KG-types (CTA)
● each cell in “entity columns” is annotated with a KG-entity (CEA)
● some pair of columns is annotated with a binary KG-predicate (CPA)
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Hohtälli 45°98’96″N 07°80’25″E 3275 Pennine Alps

Monte Cervino 45°58′35″N 07°39′31″E 4478 Pennine Alps

Tabular Data Annotation
… for KG completion

Given

● a relational table T  
● a Knowledge Graph (entities + statements) and an ontology (types + predicates) 

T is annotated when:

● each column is associated with one or more KG-types (CTA)
● each cell in “entity columns” is annotated with a KG-entity (CEA)
● some pair of columns is annotated with a binary KG-predicate (CPA)
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Name Coordinates Height Range

Mont Blanc 45°49′57″N 06°51′52″E 4808 Mont Blanc massif

Hohtälli 45°98’96″N 07°80’25″E 3275 Pennine Alps

Monte Cervino 45°58′35″N 07°39′31″E 4478 Pennine Alps

Tabular Data Annotation 
… with novel entities

Given

● a relational table T  
● a Knowledge Graph (entities + statements) and an ontology (types + predicates) 

T is annotated when:

● each column is associated with one or more KG-types (CTA)
● each cell in “entity columns” is annotated with a KG-entity or with NIL (if not in the KG)
● some pair of columns is annotated with a binary KG-predicate (CPA)
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…



SemTab Challenge

• Check the challenge page: http://www.cs.ox.ac.uk/isg/challenges/sem-tab/ 
Table interpretation in research
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Downstream Applications of Tabular Data Annotations
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• Spreadsheets: there are 750 million to 2 billion people in the world who use either Google
Sheets or Microsoft Excel2.

Despite the simplicity of tabular data, understanding its meaning, even with headers, remains a
challenge. This has led to increased focus on table interpretation in recent years.

One key element that supports such a process is Knowledge Graphs (KGs). KGs are used to rep-
resent relationships between di�erent entities such as people (e.g., Tom Hanks), places (e.g., Rome),
mountains (e.g., Mont Blanc), events (e.g., Pitchfork Festival), and so on [54]. They organise knowl-
edge in graph structures where the meaning of the data is encoded alongside the data in the
graph. Resource Description Framework (RDF)3 is a data model for representing KGs that come
with an ecosystem of languages and protocols to foster interoperable data management. In RDF,
graph nodes represent entities, identi�ed by URIs, or literals (e.g., strings, numbers); edges represent
relations between entities or between entities and literals, which are identi�ed by RDF properties. En-
tities and literals are associated with types (classes, e.g., dbo:City or datatypes, e.g., xmls:integer).
The sets of possible types and properties are organised into ontologies, which specify the meaning
of the used types and properties through logical axioms.

A key advantage of developing KGs is e�ectively supporting data integration in di�erent formats
and structures [34]. The table interpretation also refers to as STI (or Semantic Table Annotation),
has consequently collected much attention in di�erent research communities like Semantic Web,
Data Management, Arti�cial Intelligence (AI ), and Natural Language Processing (NLP) (for more
details see Fig. 7) [33, 61, 63] and is a key step to enrich data [34, 102] and construct and extend
KGs from semi-structured data [66, 139] (Fig. 1).

Fig. 1. Example of research values of STI.

The increasing interest is exempli�ed by the international Semantic Web Challenge on Tabular
Data to Knowledge Graph Matching (SemTab) that has been proposed since 20194 [33, 61, 63].
In the state-of-the-art (SOTA) it is possible to identify di�erent conceptualisations of the table

annotation problem. Considering the formalisation proposed in the SemTab challenge as one of the
formulations that has obtained the greatest consensus, we can de�ne the STI as follows.

Given:
• a relational table ) (Fig. 2);
• a Knowledge Graph (entities + statements) and an ontology (types + properties) (Fig. 3).

) is annotated when:
• each column is associated with one or more KG-types [Column-Type Annotation (CTA)]
(e.g., the column Name in the Fig. 2 is annotated with the type Mountain; the column Height
is annotated with datatype xsd:integer);

2askwonder.com/research/number-google-sheets-users-worldwide-eoskdoxav
3www.w3.org/RDF/
4cs.ox.ac.uk/isg/challenges/sem-tab

ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: December 2023.

Data enrichment by the 
link & extend paradigm
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What is This Table Describing?



What is This Table Describing?



Disambiguation

Homonym

Matching

NIL-mentions

Literal and named-entity

Missing context

Amount of data

Different domains

Semantic Table Annotation 
Challenges

Must consider and balance the different features of a table. 
Several .key challenges.
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Semantic Table Annotation 
Approaches

A rough classification
• Unsupervised (unsup)

• Based on matching algorithms and 
heuristics

• Supervised (sup)
• Entirely based on machine learning, 

trained on some input data
• Sub-category: LLM-based

• Using LLMs for matching
• Completely based on LLM

• Hybrid (hyb)
• Combination of unsupervised and 

supervised

Semantic table annotation vs data 
enrichment
• CTA, CPA: schema matching

• Main applications: 
• data annotation, KG construction and completion

• Exploration and HITL: revision of all 
annotations is possible

• Scalability: can use sampling, e.g., DuoDuo 
and TorchiTab

• CEA: entity linking
• Main applications: 

• data annotation, KG construction and completion
• data augmentation (!)

• Exploration and HITL: revision of all 
annotations is NOT possible

• Scalability: need scalable methods
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YEAR AUTHOR METHOD PUBLICATION
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C
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LICENCE TRIPLE STORE

2007 Hignette et al. [52] Unsup WISE — — Personal ontologies
2009 Hignette et al. [53] Unsup ESWC — — Personal ontologies
2009 Tao et al. [132] Unsup DKE — — Personal ontologies
2010 Limaye et al. [82] Unsup VLDB — — Yago
2010 Mulwad et al. [94] Sup ISWC — — Wikitology
2010 Syed et al. [126] Unsup WSC Lucene for concepts — Wikitology
2011 Mulwad et al. [95] Sup AAAI — — DBpedia,Freebase,WordNet,Yago
2011 Venetis et al. [135] Unsup VLDB — — Yago
2012 Goel et al. [46] Sup ICAI — — —
2012 Knoblock et al. [74] Sup ESWC — Apache 2.0 Personal ontologies
2012 Pimplikar et al. [107] Unsup VLDB — — —
2012 Wang et al. [137] Unsup ER — — —
2013 Buche et al. [17] Unsup IEEE — — —
2013 Cruz et al. [31] Sup SIGSPATIAL — — —
2013 Deng et al. [36] Unsup VLDB — — DBpedia,Freebase,Yago
2013 Ermilov et al. [42] Unsup I-SEMANTICS — — —
2013 Mulwad et al. [93] Sup ISWC — — DBpedia,Yago,Wikitology
2013 Munoz et al. [92] Unsup LD4IE — — DBpedia
2013 Quercini et al. [109] Unsup EDBT — DBpedia
2013 Zhang et al. [145] Unsup SIGMOD — — —
2013 Zwicklbauer et al. [152] Unsup ISWC — — DBpedia
2014 Sekhavat et al. [117] Unsup LDOW — — Yago
2014 Taheriyan et al. [127] Unsup IEEE — — —
2015 Bhagavatula et al. [14] Sup ISWC — CCA 4.0 Yago
2015 Ramnandan et al. [110] Sup ESWC training data with Lucene, not KG data Apache 2.0 —
2015 Ritze et al. [113] Unsup WIMS — Apache 2.0 DBpedia
2016 Ermilov et al. [43] Unsup EKAW — GPL 3.0 DBpedia
2016 Neumaier et al. [96] Sup ISWC — Apache 2.0 DBpedia
2016 Pham et al. [105] Sup ISWC — Apache 2.0 —
2016 Taheriyan et al. [129] Sup JOWS — Apache 2.0 CIDOC-CRM,EDM
2016 Taheriyan et al. [128] Sup ISWC — Apache 2.0 CIDOC-CRM
2017 Efthymiou et al. [40] Hybrid ISWC — — —
2017 Ell et al. [41] Unsup LD4IE Labels + literals Apache 2.0 DBpedia
2017 Zhang et al. [149] Unsup JOWS — Apache 2.0 Freebase
2018 Kacprzak et al. [65] Unsup EKAW — MIT DBpedia
2018 Luo et al. [85] Sup AAAI — — Wikipedia
2018 Zhang et al. [146] Unsup WWW — — —
2019 Chabot et al. [20] Unsup SemTab — Orange DBpedia
2019 Chen et al. [21] Hybrid AAAI — Apache 2.0 DBpedia
2019 Chen et al. [21] Unsup IJCAI — Apache 2.0 DBpedia
2019 Cremaschi et al. [28] Unsup SemTab — Apache 2.0 DBpedia
2019 Hulsebos et al. [56] Sup SIGKDD — MIT DBpedia
2019 Kruit et al. [78] Hybrid ISWC — MIT DBpedia,Wikidata
2019 Morikawa et al. [91] Unsup SemTab Elasticsearch — DBpedia
2019 Nguyen et al. [97] Unsup SemTab — — DBpedia
2019 Oliveira et al. [101] Unsup SemTab ArangoDB + Elasticsearch — DBpedia
2019 Steenwinckel et al. [122] Unsup SemTab — — DBpedia
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2019 Takeoka et al. [130] Sup AAAI — — WordNet
2019 Thawani et al. [133] Unsup SemTab Elasticsearch MIT —
2019 Zhang et al. [144] Sup VLDB — Apache 2.0 DBpedia
2020 Abdelmageed et al. [1] Unsup SemTab — MIT Wikidata
2020 Azzi et al. [11] Unsup SemTab — — Wikidata
2020 Baazouzi et al. [13] Unsup SemTab — — Wikidata
2020 Chen et al. [23] Unsup SemTab Elasticsearch — Wikidata
2020 Cremaschi et al. [30] Unsup FGCS — Apache 2.0 DBpedia
2020 Cremaschi et al. [27] Unsup SemTab LamAPI Apache 2.0 DBpedia,Wikidata
2020 Eslahi et al. [44] Unsup SDS — — Wikidata
2020 Guo et al. [48] Sup WISA — — —
2020 Huynh et al. [59] Hybrid SemTab Spark dataframes — Wikidata
2020 Khurana et al. [69] Sup CIKM — — —
2020 Kim et al. [71] Unsup SemTab — — Wikidata
2020 Li et al. [81] Sup VLDB — Apache 2.0 —
2020 Nguyen et al. [99] Unsup SemTab HashTable + Sparse Matrix — Wikidata
2020 Shigapov et al. [118] Unsup SemTab SeerX metasearch API MIT Wikidata
2020 Tyagi et al. [134] Unsup SemTab — — Wikidata
2020 Yumusak et al. [143] Unsup SemTab — — Wikidata
2020 Zhang et al. [148] Sup WWW — CCA 4.0 DBpedia
2021 Abdelmageed et al. [3] Unsup SemTab — Apache 2.0 DBpedia,Wikidata
2021 Abdelmageed et al. [2] Unsup KGC — Apache 2.0 DBpedia,Wikidata
2021 Avogadro et al. [9] Unsup SemTab LamAPI Apache 2.0 DBpedia,Wikidata
2021 Baazouzi et al. [12] Unsup SemTab — — Wikidata
2021 Heist et al. [51] Hybrid WWW — GPL 3.0 CaliGraph,DBpedia,Yago
2021 Huynh et al. [58] Hybrid SemTab Elasticsearch Orange DBpedia,Wikidata
2021 Nguyen et al. [100] Unsup SemTab Custom BM25 MIT DBpedia,Wikidata
2021 Steenwinckel et al. [121] Hybrid SemTab — Imec license Wikidata
2021 Wang et al. [136] Sup WWW — — —
2021 Yang et al. [142] Sup SemTab — — Wikidata
2021 Zhou et al. [150] Sup CIKM — — —
2022 Abdelmageed et al. [4] Unsup KGC — Apache 2.0 DBpedia,Wikidata
2022 Chen et al. [24] Unsup JWS Elasticsearch MIT DBpedia,Wikidata
2022 Cremaschi et al. [29] Unsup SemTab LamAPI Apache 2.0 DBpedia,Wikidata
2022 Deng et al. [37] Sup SIGMOD — Apache 2.0 —
2022 Gottschalk et al. [47] Sup SWJ — MIT —
2022 Huynh et al. [57] Hybrid SemTab Elasticsearch Orange DBpedia,Wikidata
2022 Liu et al. [84] Hybrid ISWC — Orange Wikidata
2022 Suhara et al. [124] Sup SIGMOD — Apache 2.0 Freebase,DBpedia

Table 2. Comparison table.

A
CM

Com
put.Surv.,Vol.1,N

o.1,A
rticle

.Publication
date:D

ecem
ber2023.

DuoDuo: nice approach to schema matching against Schema.org

s-elBat

TURL

23-24 additions: Alligator (s-elBat with ML); UNICORN; TableLlama



Semantic Table Annotation 
Approaches vs Data Enrichment

A rough classification
• Unsupervised (unsup)

• Based on matching algorithms and 
heuristics

• Supervised (sup)
• Entirely based on machine learning, 

trained on some input data
• Sub-category: LLM-based

• Using LLMs for matching
• Completely based on LLM

• Hybrid (hyb)
• Combination of unsupervised and 

supervised

Semantic table annotation vs data 
enrichment
• CTA, CPA: schema matching

• Main applications: 
• data annotation, KG construction and completion

• Exploration and HITL: revision of all 
annotations is possible

• Scalability: can use sampling, e.g., DuoDuo 
and TorchiTab

• CEA: entity linking
• Main applications: 

• data annotation, KG construction and completion
• data augmentation (!)

• Exploration and HITL: revision of all 
annotations is NOT possible

• Scalability: need scalable methods
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s-elBat: an heuristic approach

1. Preprocessing and Data preparation
2. Entity Retrieval
3. Cell Entity Annotation (CEA)
4. Cell Property Annotation (CPA)

5. Cell Type Annotation (CTA)
6. Revision
7. Export 

Pre-
processing

Preliminary 
annotations
(metadata)

Set of 
mentions

Entity 
Retrieval

CEA - CPA -
CTA Revision 

Low 
confidence 
annotations

Annotated 
mentions

Dataset

ExportLamAPI

Prior Knowledge 
(CEA + CPA + 

CTA)
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A.2 Techniques for Supervised and Unsupervised approaches
Table 3 and Table 4 display the techniques used by unsupervised and supervised approaches
analysed in this survey.

Table 3. List of unsupervised techniques and related approaches.

Approach Candidate Generation Entity Disambiguation
Limaye 2010 [82] YAGO catalog similarity
Syed 2010 [126] Wikitology CTA
Wang 2012 [137] pattern matching features
Munoz 2013 [92] - redirects
Ritze 2015 [113] DBpedia lookup service CTA
Ell 2017 [41] custom index features
Zhang 2017 [149] external lookup similarity
Zhang 2018 [146] SPARQL entity embedding
Cremaschi 2019 [28] SPARQL similarity
Morikawa 2019 [91] SPARQL, Elasticsearch CTA
Nguyen 2019 [97] DBpedia lookup service, DBpedia endpoint, Wikipedia API, Wikidata API CTA
Oliveira 2019 [101] Elasticsearch similarity
Steenwinckel 2019 [122] DBpedia lookup service, DBpedia urls, DBpedia Spotlight similarity
Thawani 2019 [133] Wikidata API, Elasticsearch similairty, CTA, ML
Abdelmageed 2020 [1] Wikidata lookup service CTA, CPA
Azzi 2020 [11] Wikidata API CTA
Chen 2020 [23] Mediawiki API, Elasticsearch CTA, CPA
Cremaschi 2020-1 [30] SPARQL similarity
Cremaschi 2020-2 [27] Elasticsearch CTA, CPA
Kim 2020 [71] SPARQL features
Nguyen 2020 [99] custom index CPA
Shigapov 2020 [118] SearX, SPARQL, Wikibooks, Wikipedia API, Wikidata API similarity
Tyagi 2020 [134] Wikidata lookup service, DBpedia lookup service similarity
Abdelmageed 2021-1 [3] Wikidata lookup service, SPARQL similarity
Abdelmageed 2021-2 [2] Wikidata lookup service, SPARQL similarity
Avogadro 2021 [9] custom index similarity, CTA, CPA
Baazouzi 2021 [12] SPARQL CTA
Nguyen 2021 [100] custom index CPA
Abdelmageed 2022 [4] SPARQL, Wikidata lookup service similarity
Chen 2022 [24] Elasticsearch similarity, CTA, CPA
Cremaschi 2022 [29] Elasticsearch similarity, CPA, CTA

Imec 

Fig. 9. The distribution of the licenses adopted by STI approaches.

ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: December 2023.

CTA / Entity linking 
• Candidate generation

• Queries
• R-, U+, S-

• Legacy lookup 
service

• R+, U+, S-
• Custom search

• R+, U-, S+

• Disambiguation
• Similarity
• Use of CTA and 

CPA results
R: recall
U: dealing with updates
S: scalability

Candidate generation and disambiguation in unsupervised 
approaches
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A.2 Techniques for Supervised and Unsupervised approaches
Table 3 and Table 4 display the techniques used by unsupervised and supervised approaches
analysed in this survey.

Table 3. List of unsupervised techniques and related approaches.

Approach Candidate Generation Entity Disambiguation
Limaye 2010 [82] YAGO catalog similarity
Syed 2010 [126] Wikitology CTA
Wang 2012 [137] pattern matching features
Munoz 2013 [92] - redirects
Ritze 2015 [113] DBpedia lookup service CTA
Ell 2017 [41] custom index features
Zhang 2017 [149] external lookup similarity
Zhang 2018 [146] SPARQL entity embedding
Cremaschi 2019 [28] SPARQL similarity
Morikawa 2019 [91] SPARQL, Elasticsearch CTA
Nguyen 2019 [97] DBpedia lookup service, DBpedia endpoint, Wikipedia API, Wikidata API CTA
Oliveira 2019 [101] Elasticsearch similarity
Steenwinckel 2019 [122] DBpedia lookup service, DBpedia urls, DBpedia Spotlight similarity
Thawani 2019 [133] Wikidata API, Elasticsearch similairty, CTA, ML
Abdelmageed 2020 [1] Wikidata lookup service CTA, CPA
Azzi 2020 [11] Wikidata API CTA
Chen 2020 [23] Mediawiki API, Elasticsearch CTA, CPA
Cremaschi 2020-1 [30] SPARQL similarity
Cremaschi 2020-2 [27] Elasticsearch CTA, CPA
Kim 2020 [71] SPARQL features
Nguyen 2020 [99] custom index CPA
Shigapov 2020 [118] SearX, SPARQL, Wikibooks, Wikipedia API, Wikidata API similarity
Tyagi 2020 [134] Wikidata lookup service, DBpedia lookup service similarity
Abdelmageed 2021-1 [3] Wikidata lookup service, SPARQL similarity
Abdelmageed 2021-2 [2] Wikidata lookup service, SPARQL similarity
Avogadro 2021 [9] custom index similarity, CTA, CPA
Baazouzi 2021 [12] SPARQL CTA
Nguyen 2021 [100] custom index CPA
Abdelmageed 2022 [4] SPARQL, Wikidata lookup service similarity
Chen 2022 [24] Elasticsearch similarity, CTA, CPA
Cremaschi 2022 [29] Elasticsearch similarity, CPA, CTA

Imec 

Fig. 9. The distribution of the licenses adopted by STI approaches.
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CTA / Entity linking 
• Candidate generation

• Queries
• R-, U+, S-

• Legacy lookup 
service

• R+, U+, S-
• Custom search

• R+, U-, S+
R+, U-, S+

• Disambiguation
• Similarity
• Use of CTA and 

CPA results
R: recall
U: dealing with updates
S: scalability

Candidate generation and disambiguation in unsupervised 
approaches
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s-elBat: an heuristic approach

1. Preprocessing and Data preparation
2. Entity Retrieval
3. Cell Entity Annotation (CEA)
4. Cell Property Annotation (CPA)

5. Cell Type Annotation (CTA)
6. Revision
7. Export 
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Entity Retrieval with LamAPI 
[Avogadro et al. 2022]

“Kobe Bryant” Query
Q25369 - Kobe Bryant [basketball player]
Q97396439 - Kobe Bryant 1978-2020 [Wikinews article]
Q31391 - Kobe Bryant MVP [most valuable player award]
….

“Pariss” Query
n-grams

Q139368 - Zeks Pariss [ice hockey player]
Q90 - Departement de Paris [capital]
Q164 - parisukat [geometric shape]
….

“Colorado”
(U.S. state)

Query
with type

Q1261 - Colorado [U.S. state]
Q1265 - Colorado [river]
Q3142 - Colorado [color]
….

Avogadro, R., Cremaschi, M., D'Adda, F., De Paoli, F., & Palmonari, M. (2022). LamAPI: a 
comprehensive tool for string-based entity retrieval with type-base filters. In OM@ ISWC (pp. 25-36).
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s-elBat: an heuristic approach

1. Preprocessing and Data preparation
2. Entity Retrieval
3. Cell Entity Annotation (CEA)
4. Cell Property Annotation (CPA)

5. Cell Type Annotation (CTA)
6. Revision
7. Export 

26/05/24 Tutorial @ ESWC2024 34

Pre-
processing

Preliminary 
annotations
(metadata)

Set of 
mentions

Entity 
Retrieval

CEA - CPA -
CTA Revision 

Low 
confidence 
annotations

Annotated 
mentions

Dataset

ExportLamAPI

Prior Knowledge 
(CEA + CPA + 

CTA)



Challenges: Entity Disambiguation and Ranking
in Tables

title director release 
year

domestic distributor length 
in min

worldwide 
gross

jurassic world colin trevorrow 2015 universal pictures 124 1670400637

Q3512046
(Jurassic World)

12 June 2015

124

1670400637

P577 (publication date)

Q13377
(Universal Pictures)

P2047 (duration)

P2142 (box office)

P272 (production company)

Q5145625
(Colin Trevorrow)

P57 (director) 

Q20647533
(Jurassic World)

2015

P577 (publication date)

Q937857
(Michael Giacchino)

P17
5 (

pe
rfo

rm
er)

P58 (screenwriter)

Q17862144
(Jurassic Park)

P179 (part of the series)

Q21877685
(Jurassic World)

22 June 2018

128

1309500000

P577 (publication date)

Q13377
(Universal Pictures)

P2047 (duration)

P2142 (box office)

P750 (distributed by)

Q937857
(Colin Trevorrow)

P57
 (d

ire
cto

r)

P58 (screenwriter)

Q17862144
(Jurassic Park)

P179 (part of the series)

Q932019
(J. A. Bayona)

P750 (distributed by)

P272 (production com
pany)

...
✔ 🚫 🚫
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s-elBat
‘22

Mention vs labels

Row vs properties

Row vs description

Predicates and types hits

• SemTab22 
• [Cremaschi et al. 

2022]
• Heuristics 

transformation of 
features into unbound 
ranking scores

• Improvements: CEA 
• NN-based 

transformation into a 
bounded confidence 
score 𝜔 ∈ [0,1]

• NIL prediction with 
threshold
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s-elBat 
>> Alligator ’23

• SemTab22 
• [Cremaschi et al. 

2022]
• Heuristics 

transformation of 
features into unbound 
ranking scores

• Improvements: CEA 
• NN-based 

transformation into a 
bounded confidence 
score 𝜔 ∈ [0,1]

• NIL prediction with 
threshold

Mention vs labels

Row vs properties

Row vs description

Predicates and types hits
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Alligator – ML-based linking with HITL
• Revised linking pipeline

• Feature-based ML for entity linking with limited parameters
• HITL approach to revise uncertain outcomes

PN-Θ RN-Θ Decision 
ω(δ, ρ, k), σ

i,j

ci,j,1 s i,j,1

… …

ci,j,k s i,j,k

Entity 
Retriever

ci,j,1 s i,j,1 Fi,j,1

… …

ci,j,k s i,j,k Fi,j,1

ci,j,1 ρi,j,1

…

ci,j,k ρi,j,k

ci,j,1 ρi,j,1

ωi,j
L… …

ci,j,k ρi,j,k

NL

L

Fi,j,1

Fi,j,1

pi,j,1

pi,j,k

Top-k candidates from 
ER with features

Normalized scores from PN (pi,j,h∈[0,1])
Column-wise type-consistency features 
added from other rows

Refined matching 
scores (ρi,j,h∈[0,1])

Ti,j,1

Ti,j,k

Candidates for the i-th row values in the j-th column

Feature 
Generator

Confidence score
Link | Not Link 

decision

2

Feature 
Refiner

Learning from human feedbackΘ 
< δ,ρ,σ>Candidates for the values in the other cells in the j-th column

NL

NL

ci,j ωi,j L

NL

Smart revision

!! = 1 − % &"#$%(!) + %(!

)*+%(-, /012 - ) iif !! ≥ 5
δ

𝛿

n Confidence-based revision:
¨ Use the confidence score to order links to revise

n E.g., mentions with lower confidence first, i.e., order all mentions m by increasing 𝜔!
n E.g., mentions that are more uncertain first, i.e., order all mentions m by distance of 𝜔! from the threshold 26/05/24 38



• Revised linking pipeline
• Feature-based ML for entity linking with limited parameters
• HITL approach to revise uncertain outcomes
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• Revised linking pipeline
• Feature-based ML for entity linking with limited parameters
• HITL approach to revise uncertain outcomes

Alligator – ML-based linking with HITL
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Alligator: Example

• Example for uncertain to linked using type-wise 
featueres

• 𝜌: 0.242
• Without column-wise context

• 𝜌′	: 0.997
• With column-wise context

Column-wise types frequencies

● Human (Q5) : ██████████ 96%
● Film Director (Q2526255) : █████████▌ 93%
● Screenwriter (Q28389) : ███████▋ 79%
● Film Producer (Q3282637) : ███████▋ 79%
● Actor (Q33999) : █████ 46%
● Director (Q3455803) : ███▋ 36%
● Film Actor (Q10800557) : ██▋ 29%
● TV Director (Q2059704) : ██ 25%
● ...

Cell/mention id name description types 𝜌 𝜌′ 𝛿 𝜔 correct link

james wan Q108047434 james wan malaysian-australian director, 
producer, screenwriter, and 
comic book writer

[{'id': 'Q5', 'name': 'human'}, {'id': 'Q7042855', 'name': 'film editor'}, {'id': 'Q2526255', 
'name': 'film director'}, {'id': 'Q28389', 'name': 'screenwriter'}, {'id': 'Q36180', 'name': 
'writer'}, {'id': 'Q3282637', 'name': 'film producer'}, {'id': 'Q1053574', 'name': 'executive 
producer'}, {'id': 'Q69423232', 'name': 'film screenwriter'}]

0.242 0.997 0.993 0.995 Q108047434

title director release year domestic distributor
length in 

min film budget
worldwide 

gross
imdb 
rating

Avengers: Endgame Anthony e Joe Russo 2019 Walt Disney 181 356,000,000 2,797,800,564 8.5

Joker Todd Phillips 2019 Warner Bros. 122 55,000,000 1,071,030,470 8.6

Aquaman James Wan 2018 Warner Bros. 143 160,000,000 1,148,161,807 7

Venom Ruben Fleischer 2018 Sony Pictures 112 100,000,000 856,085,151 6.7
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Some Experimental Insights

properties associated with the candidate entities. Searching the
KG is supported by common APIs that take raw-text inputs
and return answers in JSON.

Candidate ranking, uncertainty estimation, and decision
have been implemented in Alligator, which exploits a neural
network to predict the ranking using a latent representation
of a set of features. Ranking involves a two-step prediction
process. The first step uses only features derived from the
mentions (i.e., syntax-based), while in the second step types
and predicates associated with the mentions are also involved.
The main reason for this two-step process is to reduce the
computational time and effort, hence reducing costs and in-
creasing sustainability.

The intuition is that a list of candidates for each mention
without computing types and properties is easier to retrieve
for tools based on indexing (LamAPI in our case), and then
query the KG for types and properties only for the retrieved
candidates and compute the types of the columns in the tables
becomes more effective. The final outcome of the ranking
process is a normalized confidence score ρ associated with
each candidate entity, which represents the probability that a
candidate represents the entity to be linked.

The uncertainty estimation, and decision tasks implemented
by Alligator are realized as described in Section III. It exploits
Formula 1 to compute a global ranking and exploits σ to
deliver subsets with linked and unlinked mentions.

The Human-In-The-Loop feedback has been simulated with
an Oracle that exploits the ground truth associated with the
experimental dataset to validate the results.

B. The Experimental Campaign

The experiments are designed following a K-fold dataset
validation process [40], with K = 6. In each experiment, one
dataset is alternately used as the test set, while the remaining
datasets are utilized for training the neural network (Θ) and
learning the parameter k to compute Ω.

Table III presents the results of the six experiments, show-
casing the progressive increase of the F1 score throughout
the linking process (columns 1 to 3). It is worth noting
that the reported figures represent the results of automatic
annotation prior to any decision or human revision while the
last column provides the highest-scoring entry for each table
from the SemTab challenge [41]–[43], serving as a benchmark
for comparison.

The computation of the F1 score aligns with the definitions
provided for the SemTab challenge6 as reported in Formula 2.

F1 =
2× Precision×Recall

Precision+Recall
(2)

The evidence is that F1 increases at every step for every
experiment reaching for the full approach (third column in
boldface) results in line with the state-of-the-art.

In particular, PN ranking refers to the first prediction made
by the model without considering any contextual information

6https://sem-tab-challenge.github.io/2023/

such as types and predicates. On the other hand, PN + RN
ranking with types corresponds to the second prediction made
by the model, where information about types and predicates
is taken into account.

Regarding candidate retrieval with indexing, the contex-
tual information of types and predicates is computed using the
ranking obtained from candidate retrieval. In this approach, the
ranking derived from candidate retrieval is utilized to deter-
mine the types and predicates associated with the candidates.
The model then incorporates this additional information for
performing predictions. However, it is important to note that
the results obtained from this method are generally lower
compared to PN + RN ranking with types, as the ranking
obtained from candidate retrieval may not be as accurate.

A more thorough analysis reveals a significant increase of
F1 in the first two steps (columns) for the 2T-2020 dataset.
This can be attributed to the deliberate inclusion of numerous
typos in the dataset, aimed at testing the robustness of the
annotation tools. Consequently, the indexing technique based
on Elasticsearch (backing LamAPI) falls short in addressing
the complexity of this particular test case, while a more robust
machine learning model performs significantly better.

Two critical datasets, namely Round3 and HardTableR3,
were specifically designed to present challenges. The former
contains a large number of person names written in an ab-
breviated form, such as “JFK” instead of “John Fitzgerald
Kennedy”, as well as nicknames like “Doctor J” instead of
“Julius Irving”. Differently, the latter dataset consists mostly
of tables with a single entity column and several numeric
columns, lacking the contextual information that could support
the linking process. As the neural network has primarily been
trained on the remaining, more regular datasets, the obtained
results are not comparable with the SemTab Top Scorer.
Nevertheless, it should be noted that these cases are outliers
and significantly differ from real-world datasets, limiting their
practical applicability.

TABLE III
F1 FOR EACH STEP IN THE LINKING WORKFLOW

Test Dataset

Retrieval
with

indexing
PN

ranking
PN + RN
ranking

with types

SemTab
Top

Scorer
F1 F1 F1 F1

Round T2D 0.82 0.83 0.86 0.90
Round3 0.72 0.73 0.76 0.97
Round4 0.83 0.90 0.91 0.99
2T-2020 0.62 0.86 0.89 0.90
HardTableR2 0.90 0.91 0.93 0.98
HardTableR3 0.52 0.54 0.62 0.97

C. Human Revision and Discussion
We employed an Oracle to evaluate the candidate links,

following the order proposed by the uncertainty estimation
module, as outlined in the ordered set Ω. This procedure is
performed for each test dataset, based on Formula 1. The
weight value k, is learned on the training set (fold) aiming to
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TABLE IV
F1 WITH HITL INCREMENTAL PERCENTAGE OF REVIEWS

Test Dataset k 10% 20% 30% 40% 50%
F1 F1 F1 F1 F1

Round T2D 0.4 0.91 0.95 0.97 0.98 0.98
Round3 0.5 0.82 0.87 0.94 0.97 0.98
Round4 0.1 0.95 0.97 0.98 0.99 0.99
2T-2020 0.9 0.93 0.94 0.95 0.96 0.98
HardTableR2 0.4 0.98 0.99 1.0 1.0 1.0
HardTableR3 0.4 0.68 0.75 0.81 0.86 0.90

optimize the F1 score, while simultaneously minimizing effort
by reducing the percentage of candidates requiring review.

To assess performance, we utilized the AUC (Area Under
the Curve) metric, which offers a comprehensive measure of
the model’s predictive quality, irrespective of the chosen clas-
sification threshold. Fig. 2 shows the values of F1 calculated
for different percentages of links to be reviewed and different
values of k. The embedded table reports the performance
measures AUC. The figure refers to the experiment with the
fold that excludes the HartTable-R2 dataset.

The evidence is that we need to review at most 30% of
mentions of the training set to reach 0.98 for F1 and that
almost any value of k produces similar results. The best value
for k is 0.4 with AUC=0.9725.

Fig. 2. F1 and AUC computed for the training dataset.

The learned value of k is finally applied to the test dataset
to compute the F1 score and confirm the effectiveness of
the method. The result for the HartTable-R2 test dataset is
reported in Fig. 3 where the curves obtained with k = 0.0 (i.e.,
considering only the ρ scores given by the model), k = 1.0
(i.e., considering only the δ values), and a random selection
of candidates for review are also displayed for comparison.

The results provide evidence that the learned value of k
demonstrates even better performance on the test dataset,
achieving a remarkable AUC value of 0.9929 and an F1 score
above 0.98 after examining only 10% of the mentions.

Table IV presents the results obtained from the experiments
conducted on all datasets. Bold values indicate performance

Fig. 3. F1 and AUC computed for the test dataset.

equal to that of SemTab’s top scorer. The outcomes are
consistent with the aforementioned discussion. Specifically,
it is evident that in the case of outlier datasets, such as
Round3, even with less than 30% of reviews, the F1 score
surpasses 0.90, whereas the performance of the highest-scoring
participant in the Challenge (refer to Table III) is achieved
with 40% of reviews. Moreover, for datasets with fewer typos,
the threshold of F1 > 0.90 is attained much earlier. As an
illustration, the maximum F1 score of 0.98 is accomplished
after reviewing only 10% of the uncertain cases for the
HardTableR2 dataset.

The lessons learned from the experiments are that i) choos-
ing random sets to review is not a valid alternative since F1 in-
creases linearly and almost all candidates need to be reviewed
to reach high values of F1; ii) the most relevant indicator
for uncertainty is δ, since high results can be obtained with
k = 1.0, which implies not considering ρ; but iii) considering
also ρ may correct specific situations where candidates with
high probability ρ could be ranked too low.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a HITL approach to entity linking
on tabular data, aiming to improve quality and control through
user interactions. Our approach uses a neural network as a re-
ranker and score normalizer for candidate entities, on top of
off-the-shelves entity retrievers. It supports unlinked-mention
prediction and incorporates a parameterized decision function
based on matching scores and confidence. The score used in
the decision function is also used as a signal of uncertainty to
prioritize mentions that require human revision. The proposed
approach can be easily integrated into existing applications for
interactive tabular data annotation and enrichment [5], [6]. In
future work, we plan to explore mechanisms to learn from the
user feedback by updating the network parameters wisely.

REFERENCES

[1] Y. Qian, E. Santus, Z. Jin, J. Guo, and R. Barzilay, “Graphie: A
graph-based framework for information extraction,” arXiv preprint
arXiv:1810.13083, 2018.
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Table 5.6: F1 for each Step in the Linking Workflow

Test Dataset

Retrieval
with

indexing

PN
ranking

PN + RN
ranking

with types

SemTab
Top

Scorer
F1 F1 F1 F1

Round T2D 0.72 0.85 0.89 0.90
Round3 0.60 0.80 0.81 0.97
Round4 0.70 0.93 0.94 0.99
2T-2020 0.33 0.92 0.88 0.90
HardTableR2 0.68 0.94 0.97 0.98
HardTableR3 0.26 0.95 0.97 0.97

discussed in Section 6.1.

Table 5.7: Example Table from 2T-2020 Dataset Illustrating Name Variations

col0 col1 col2
Zooey Deschanel Los Angeles United States
Zooey Dechanel Los Angeles United States

Zooey Deschannel Los Angeles United States
Sarah Mclaughlinn Halifax Canada
Sarah Mclouglin Halifax Canada
Sarah Maclean Halifax Canada

Alanis Maurissette Ottawa Canada
Alanis Morrisetti Ottawa Canada

Alanis Morisa Ottawa Canada

5.3.2 Examining Variations in Scores

In this section, the nuances of how scores change with varying values of k are explored. Specif-
ically, the focus rests on the extreme values of k, namely when k = 0 and k = 1. In addition,
the analysis includes evaluating the scores using the learned values of k for each dataset, as
highlighted in the Appendix A.

The primary objective is to discern trends associated with both ‘WRONG’ and ‘CORRECT’
cases as the value of k increases. An expected outcome is a decrease in scores for the ‘WRONG’
cases. Simultaneously, it is imperative to maintain high scores for the ‘CORRECT’ cases, aim-
ing for minimal reduction in their scores. With this objective in focus, further investigation into
these score variations across different datasets is warranted, taking into account the various k
values outlined earlier.

70
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properties associated with the candidate entities. Searching the
KG is supported by common APIs that take raw-text inputs
and return answers in JSON.

Candidate ranking, uncertainty estimation, and decision
have been implemented in Alligator, which exploits a neural
network to predict the ranking using a latent representation
of a set of features. Ranking involves a two-step prediction
process. The first step uses only features derived from the
mentions (i.e., syntax-based), while in the second step types
and predicates associated with the mentions are also involved.
The main reason for this two-step process is to reduce the
computational time and effort, hence reducing costs and in-
creasing sustainability.

The intuition is that a list of candidates for each mention
without computing types and properties is easier to retrieve
for tools based on indexing (LamAPI in our case), and then
query the KG for types and properties only for the retrieved
candidates and compute the types of the columns in the tables
becomes more effective. The final outcome of the ranking
process is a normalized confidence score ρ associated with
each candidate entity, which represents the probability that a
candidate represents the entity to be linked.

The uncertainty estimation, and decision tasks implemented
by Alligator are realized as described in Section III. It exploits
Formula 1 to compute a global ranking and exploits σ to
deliver subsets with linked and unlinked mentions.

The Human-In-The-Loop feedback has been simulated with
an Oracle that exploits the ground truth associated with the
experimental dataset to validate the results.

B. The Experimental Campaign

The experiments are designed following a K-fold dataset
validation process [40], with K = 6. In each experiment, one
dataset is alternately used as the test set, while the remaining
datasets are utilized for training the neural network (Θ) and
learning the parameter k to compute Ω.

Table III presents the results of the six experiments, show-
casing the progressive increase of the F1 score throughout
the linking process (columns 1 to 3). It is worth noting
that the reported figures represent the results of automatic
annotation prior to any decision or human revision while the
last column provides the highest-scoring entry for each table
from the SemTab challenge [41]–[43], serving as a benchmark
for comparison.

The computation of the F1 score aligns with the definitions
provided for the SemTab challenge6 as reported in Formula 2.

F1 =
2× Precision×Recall

Precision+Recall
(2)

The evidence is that F1 increases at every step for every
experiment reaching for the full approach (third column in
boldface) results in line with the state-of-the-art.

In particular, PN ranking refers to the first prediction made
by the model without considering any contextual information

6https://sem-tab-challenge.github.io/2023/

such as types and predicates. On the other hand, PN + RN
ranking with types corresponds to the second prediction made
by the model, where information about types and predicates
is taken into account.

Regarding candidate retrieval with indexing, the contex-
tual information of types and predicates is computed using the
ranking obtained from candidate retrieval. In this approach, the
ranking derived from candidate retrieval is utilized to deter-
mine the types and predicates associated with the candidates.
The model then incorporates this additional information for
performing predictions. However, it is important to note that
the results obtained from this method are generally lower
compared to PN + RN ranking with types, as the ranking
obtained from candidate retrieval may not be as accurate.

A more thorough analysis reveals a significant increase of
F1 in the first two steps (columns) for the 2T-2020 dataset.
This can be attributed to the deliberate inclusion of numerous
typos in the dataset, aimed at testing the robustness of the
annotation tools. Consequently, the indexing technique based
on Elasticsearch (backing LamAPI) falls short in addressing
the complexity of this particular test case, while a more robust
machine learning model performs significantly better.

Two critical datasets, namely Round3 and HardTableR3,
were specifically designed to present challenges. The former
contains a large number of person names written in an ab-
breviated form, such as “JFK” instead of “John Fitzgerald
Kennedy”, as well as nicknames like “Doctor J” instead of
“Julius Irving”. Differently, the latter dataset consists mostly
of tables with a single entity column and several numeric
columns, lacking the contextual information that could support
the linking process. As the neural network has primarily been
trained on the remaining, more regular datasets, the obtained
results are not comparable with the SemTab Top Scorer.
Nevertheless, it should be noted that these cases are outliers
and significantly differ from real-world datasets, limiting their
practical applicability.

TABLE III
F1 FOR EACH STEP IN THE LINKING WORKFLOW

Test Dataset

Retrieval
with

indexing
PN

ranking
PN + RN
ranking

with types

SemTab
Top

Scorer
F1 F1 F1 F1

Round T2D 0.82 0.83 0.86 0.90
Round3 0.72 0.73 0.76 0.97
Round4 0.83 0.90 0.91 0.99
2T-2020 0.62 0.86 0.89 0.90
HardTableR2 0.90 0.91 0.93 0.98
HardTableR3 0.52 0.54 0.62 0.97

C. Human Revision and Discussion
We employed an Oracle to evaluate the candidate links,

following the order proposed by the uncertainty estimation
module, as outlined in the ordered set Ω. This procedure is
performed for each test dataset, based on Formula 1. The
weight value k, is learned on the training set (fold) aiming to
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With HITL revision of 
most uncertain cells 
(simulated feedback)

• No specific treatment for aliases
• Struggling with abbreviations of person names
• Problems with numerical features

Moderately out-of-domain test settings
• trainaing datasets: all except the test set

With improved 
features >= best scores

~ best scores 
(-0.01/0.02)

<< best scores 

More generic approach
• Search + linking
• Trained on different datasets

Confidence scores 
• help detecting most uncertain links 

and interpretability for HITL
• Additional features can improve results 

matching specific heuristic approaches

• Still difficult to handle some aspects of 
matching (still no specific treatment for aliases, 
or person name abbreviations)

Much space for improvement
• Active learning
• Feedback propagation

MTAB and Dagobah

[SemTab2021]
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Table 5. Comparison of semantic table interpretation tools.
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Import of tables

Import of tables via API

Import of ontologies

De�nition of personalised ontologies

Semi-automatic annotation/HITL

Annotation suggestions

Auto-complete support

Subject column detection

CEA

CTA

CPA (NE columns)

CPA (LIT columns)

Table manipulation

Automatic table extension

Visualisation of annotations

Auto save

Export mapping

Export RDF triplets

Open Source

DAGOBAH UI is a web interface designed to visualise, validate, enrich, and manipulate the
results of the STI process through DAGOBAH API57. The tool allows table data extracted from
various pre-loaded benchmarks and additional �les. It utilizes DAGOBAH-SL, a RESTful API that
implements pre-processing and STI functionalities. DAGOBAH UI addresses the problem of missing
data by providing the possibility of adding additional columns using the background knowledge
provided by the KGs. The tool is only accessible through an online web interface, while the source
code is unavailable.
SemTUI is an Open Source58 web-based application composed of a frontend module built with

React and Redux, and a backend server. SemTUI focuses on tabular data annotation and extension
tasks and is decoupled from DataGraft. It implements a “link & extend” paradigm, inspired by linked
open data, but more general and supported by several data linking and data extension services (e.g.,
geocoding services, data services, and so on). Compared to its �rst version ASIA, it provides a better
GUI, and more functionalities to support human-in-the-loop tabular data annotation and extension.
It is integrated with end-to-end STI algorithms (improved from [29]) that provide a �rst annotation
of an input table, which users are expected to revise and manipulate. Particular attention is given
to the revision of entity linking, which exploits a recent con�dence-aware algorithm [8].

Table 5 provides a comparison between tools.
57developer.orange.com/apis/table-annotation
58github.com/I2Tunimib

ACM Comput. Surv., Vol. 1, No. 1, Article . Publication date: December 2023.
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DAGOBAH UI: A New Hope for Semantic Table Interpretation 109

Fig. 1. DAGOBAH UI depicting the semantic annotations on the SemTab and Movie
tables with the associated confidence scores.

table topology (orientation, header, etc.) which are crucial for the annotation
process.

The user can then launch the semantic annotation process. The results of
this process on Table 77694908 0 6083291340991074532.csv (from SemTab 2019
dataset [4]) are presented in Fig. 1.a. Three tasks are carried out. Cell-Entity
Annotation (CEA) aims at associating each cell of the table with an entity
of the KG. In DAGOBAH UI, the CEA results are presented together with
the original mentions. For example, “Star Wars” has been annotated with the
Wikidata entity Q177738 (Star Wars: Episode IV - A New Hope). Column-Type
Annotation (CTA) aims to map each column with an entity type. In the user
interface, these annotations are presented in the upper part of the table (in the
headers). In the example, the system has annotated the “Title” column with the
entity Q11424 (film). Columns-Property Annotation (CPA) seeks to associate
pairs of table columns with a property of the KG. The relationships found are
symbolised by links at the top of the table. When the user clicks on a link,
the associated Wikidata property is displayed. In the example, the relationship
P577 (publication date) has been identified between the columns “Title” and
“Year”. Figure 1.b shows the annotation results for another Web table about
movies generated partly from Wikidata. This example illustrates the power of
the semantic elevation enabled by the annotation process. Indeed, the system

Annotations
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found that “Star Wars” in the SemTab table and “m/star wars” in the Movie
table actually denote the same entity: Q177738 (Star Wars: Episode IV - A New
Hope). This data reconciliation capability is particularly interesting for use cases
involving heterogeneous datasets.

3.2 Table Enrichment with KGs

The life cycle of tabular data and the coverage of background knowledge repre-
sented in open or enterprise KGs can vary. This situation generates differences
between tables published by organisations and open or enterprise KGs that are
continuously curated: information is missing, dimensions are eluded since they
are deemed useless by the data producer, etc. However, in many use cases (e.g.
dataset search, profiling and recommendation), the completeness and richness
of the data have positive effects and are desirable qualities. Once annotated,
tables can be enriched with additional elements from the supporting KG. For
example, missing values can be filled and new columns can be appended using
the KG background knowledge. The enriched table can then be exported by the
user for subsequent analysis. Figure 2 shows DAGOBAH UI modal window for
selecting new columns to add to the Movie table. SPARQL queries are used
to identify the most representative properties (e.g. cast member, cost, award
received, etc.) of the entities in the column for which the user has requested sug-
gestions (button next to the header). In the example, after selecting the P1476
(title) property, the user interface allows to preview the added values before
confirming the operation.

Fig. 2. Modal window for choosing new columns to add to the movie table.

Extension 
with new columns Our tools: UNIMIB and/or SINTEF

DAGOBAH UI 
[Sarthou-Camy et al. 2022]
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SemTUI – Interactive Semantic 
Enrichment of Tabular Data

• UI accessing external services
• Complete semantic table annotations 
• Access to different 

reconciliation/linking services 
• Wikidata (Alligator)
• DBpedia
• Geocoding (HERE)
• Atoka-linking (SpazioDati)
• … based on the OpenRefine interface 

(W3C Specs)
• Extension services

• Wikidata / DBpedia
• Weather extension (OpenWeather)
• Shortest-route (HERE)
• Atoka-extension (SpazioDati)
• …

44

Support to Linking – Revision – Extension of tabular data

n Graphical view & revision of annotations
¨ Global and specific annotation rendering
¨ Single cell editing / annotation revision
¨ Column annotation revision 

Ripamonti, M., De Paoli, F., & Palmonari, M. (2022). SemTUI: a Framework for the Interactive 
Semantic Enrichment of Tabular Data. arXiv preprint arXiv:2203.09521.

https://doi.org/10.48550/arXiv.2203.09521
https://doi.org/10.48550/arXiv.2203.09521
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LLM-based Approaches
n LLMs in some tasks

¨ CTA
n DuoDuo: fine-tuned BERT [Suhara et al. 2022]

¨ Adapted to SemTab by TorchiTab [Dasoulas et al. 2023]
n DAGOBAH – incorporate Electra-based matching [Huynh et al. 2022]
n ChatGPT for column annotation [Korini & Bizer 2024] 

¨ Related tasks (selected references)
n Entity matching

¨ ChatGPT for etity matching [Peters & Bizer 2023]
n Multi-task entity matching

¨ Unicorn: generalized cross-encoder based on multi-task training (Encoder (DeBERTa) - MoE – Matcher)

n  LLMs for tabular data understanding and manipulation addressing all table annotation tasks
¨ TURL: fine-tuned TinyBERT for tabular data understanding

n Generic model + models for specific tasks (task-specific fine-tuning)
n Parameters: 4M, 512 context

¨ TableLlama: fine-tuned Llama for tabular data understanding and manipulation
n Generic model with prompting (in-context learning)  
n Parameters: Llama fine-tuned with LongLoRA 7B, 8k context

Decoder-based
Generative (NLG)
In-context learning

Encoder-based
NLU + classifier
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Tasks

Annotation/Matching Augmentation QA Fact Verification Dialogue Generation Data-to-Text

Unicorn

CEA
CTA
Entity Matching
Entity Alignment
Ontology Matching
Schema Matching
String Matching

N.A. N.A. N.A. N.A. N.A.

TURL

CEA
CTA
CPA

Row Population
Cell Filling
Schema Aug.

N.A. N.A. N.A. N.A.

TableLlama

CEA
CTA
CPA

Row Population
Schema Aug.

Hierarchical Table QA 
Highlighted Cells QA 
Hybrid Table QA
Table QA

Fact Verification Table Grounded
Dialogue Generation

Highlighted Cells Description

LLM-based Approaches: 
Tasks Summary

Interesting for data enrichment Interesting for interactive exploration26/05/24 Tutorial @ ESWC2024 47



LLM-based Approaches: Inference 
Summary

Input Output Transformer Params

Unicorn

Encode pairs as:
[CLS] S(a) [SEP] S(b) [SEP]
where S(⋆) is a generic function for serializing any pair (𝑎, 𝑏) from the matching 
tasks into a text sequence

A score in [0,1] for every pair
(mention, ith-candidate)

DeBERTa
(Encoder-only)

147M

TURL
Flatten input table as:
[Table caption, Table Header-1, …, Table Header-M, Row-1, …, Row-N]

A probability distribution over 
the N candidates for a 
mention

Tiny-BERT
(Encoder-only)

14.5M

TableLlama

Prompt based:
<instruction, table input, question> 

● Instruction is a detailed task description
● Table input is the concatenation of table metadata (Wikipedia page title, 

section title and table caption) with the serialized table
● Question contains all the information the model needs to complete the 

task and prompt it to generate an answer. 

Autoregressively generated 
answer given the prompted 
question

Llama 2
(Decoder-only)

7B
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TURL: Tabular Data Understanding

Figure 2: Overview of our TURL framework.

used for entity linking with 4,453,329 entity matches. [11] further
annotated a subset of it containing 620 entity columns with 31 DB-
pedia types and used it for column type annotation. (4) The recent
SemTab 2019 [23] challenge also aims at benchmarking systems
that match tabular data to KBs, including three tasks, i.e., assigning
a semantic type to an column, matching a cell to an entity, and
assigning a property to the relationship between two columns. It
used sampled tables from T2Dv2 [25] and WikiGS [16] in the �rst
two rounds, and automatically generated tables in later rounds.

In contrast to table interpretation, few benchmarks have been
released for table augmentation. Zhang et al. [45] studied row
population and schema augmentation with 2000 randomly sam-
pled Wikipedia tables in total for validation and testing. [46] cu-
rated a test collection with 200 columns containing 1000 cells from
Wikipedia tables for evaluating cell �lling.

Although these benchmarks have been used in various recent
studies, they still su�er from a few shortcomings: (1) They are
typically small sets of sampled tables with limited annotations. (2)
SemTab 2019 contains a large number of instances; however, most
of them are automatically generated and lack metadata/context of
the Web tables. In this work, we compile a larger benchmark cover-
ing both table interpretation and table augmentation tasks. We also
use some of these existing datasets for more comprehensive evalu-
ation. By leveraging large-scale relational tables on Wikipedia and
a curated KB, we ensure both the size and quality of our dataset.

4 METHODOLOGY
In this section, we introduce our TURL framework for unsupervised
representation learning on relational tables. TURL is �rst trained on
an unlabeled relational Web table corpus with pre-training objec-
tives carefully designed to learn word semantics as well as relational
knowledge between entities. The model architecture is general and
can be applied to a wide range of downstream tasks with minimal
modi�cations. Moreover, the pre-training process alleviates the
need for large-scale labeled data for each downstream task.

4.1 Model Architecture
Figure 2 presents an overview of TURL which consists of three
modules: (1) an embedding layer to convert di�erent components of
an input table into input embeddings, (2) N stacked structure-aware
Transformer [38] encoders to capture the textual information and
relational knowledge, and (3) a �nal projection layer for pre-training
objectives. Figure 3 shows an input-output example.

4.2 Embedding Layer
Given a table )=(⇠,� , ⇢, 4C ), we �rst linearize the input into a
sequence of tokens and entity cells by concatenating the table meta-
data and scanning the table content row by row. The embedding
layer then converts each token in⇠ and � and each entity in ⇢ and
4C into an embedding representation.
Input token representation. For each tokenF , its vector repre-
sentation is obtained as follows:

xt = w + t + p. (1)
Here w is the word embedding vector, t is called the type em-

bedding vector and aims to di�erentiate whether tokenF is in the
table caption or a header, and p is the position embedding vector
that provides relative position information for a token within the
caption or a header.
Input entity representation. For each entity cell 4 = (4e, 4m) (
same for topic entity 4C ), we fuse the information from the linked
entity 4e and entity mention 4m together, and use an additional type
embedding vector te to di�erentiate three types of entity cells (i.e.,
subject/object/topic entities). Speci�cally, we calculate the input
entity representation xe as:

xe = LINEAR( [ee; em]) + te; (2)
em = MEAN(w1,w2, . . . ,w9 , . . .) . (3)

Here ee is the entity embedding learned during pre-training. To
represent entity mention 4m, we use its average word embedding
w9 ’s. LINEAR is a linear layer to fuse ee and em.

A sequence of token and entity representations (xt’s and xe’s)
are then fed into the next module of TURL, a structure-aware Trans-
former encoder, which will produce contextualized representations.

4.3 Structure-aware Transformer Encoder
We choose Transformer [38] as our base encoder block, since it
has been widely used in pre-trained language models [15, 33] and
achieves superior performance on various natural language process-
ing tasks [39]. Due to space constraints, we only brie�y introduce
the conventional Transformer encoder and refer readers to [38]
for more details. Finally, we present a detailed explanation on our
proposed visibility matrix for modeling table structure.

Each Transformer block is composed of amulti-head self-attention
layer followed by a point-wise, fully connected layer [38]. Speci�-
cally, we calculate the multi-head attention as follows:

MultiHead(h) = [head1; ...; headi; ...; headk],$ ;

headi = A�ention
⇣
h,&

8 , h, 
8 , h,+

8

⌘
;

A�ention(&, ,+ ) = So�max
✓
& )
p
3
"

◆
+ .

(4)

Here h 2 R=⇥3model is the hidden state output from the previous
Transformer layer or the input embedding layer and = is the input
sequence length. 1

p
3

is the scaling factor.,&
8 2 R3model⇥3 ,, 

8 2

R3model⇥3 ,,+
8 2 R3model⇥3 and,$

2 Rk3⇥3intermediate are parameter
matrices. For each head, we have 3 = 3model/k, where k is the
number of attention heads." 2 R=⇥= is the visibility matrix which
we detail next.

5.1 Data Pre-processing and Partitioning
Pre-processing. The corresponding Wikipedia page of a table of-
ten provides much contextual information, such as page title and
section title that can aid in the understanding of a table topic. We
concatenate page title, section title and table caption to obtain a
comprehensive description.

In addition, each table in the corpus contains one or more header
rows and several rows of table content. For tables with more than
one header row, we concatenate headers in the same column to
obtain one header for each column. For each cell, we obtain hyper-
links to Wikipedia pages in it and use them to normalize di�erent
entity mentions corresponding to the same entity. We treat each
Wikipedia page as an individual entity and do not use additional
tools to perform entity linking with an external KB. For cells con-
taining multiple hyperlinks, we only keep the �rst link. We also
discard rows that have merged columns in a table.
Identify relational tables.We �rst locate all columns that contain
at least one linked cell after pre-processing. We further �lter out
noisy columns with empty or illegal headers (e.g., note, comment,
reference, digit numbers, etc.). The columns left are entity-centric
and are referred to as entity columns. We then identify relational
tables by �nding tables that have a subject column. A simple heuris-
tic is employed for subject column detection: the subject column
must be located in the �rst two columns of the table and contain
unique entities which we treat as subject entities. We further �lter
out tables containing less than three entities or more than twenty
columns. With this process, we obtain 670,171 relational tables.
Data partitioning. From the above 670,171 tables, we select a high
quality subset for evaluation: From tables that have (1) more than
four linked entities in the subject column, (2) at least three entity
columns including the subject column, and (3) more than half of
the cells in entity columns are linked, we randomly select 10000
to form a held-out set. We further randomly partition this set into
validation/test sets via a rough 1:1 ratio for model evaluation. All
relational tables not in the evaluation set are used for pre-training.
In sum, we have 570171 / 5036 / 4964 tables respectively for pre-
training/validation/test sets.

5.2 Dataset Statistics in Pre-training
Fine-grained statistics of our datasets are summarized in Table 2.We
can see that most tables in our pre-training dataset have moderate
size, with median of 8 rows, 2 entity columns and 9 entities per
table. We build a token vocabulary using the BERT-based tokenizer
[15] (with 30,522 tokens in total). For the entity vocabulary, we
construct it based on the training table corpus and obtain 926,135
entities after removing those that appear only once.

6 EXPERIMENTS
To systematically evaluate our pre-trained framework as well as
facilitate research, we compile a table understanding benchmark
consisting of 6 widely studied tasks covering table interpretation
(e.g., entity linking, column type annotation, relation extraction)
and table augmentation (e.g., row population, cell �lling, schema
augmentation).We include existing datasets for entity linking. How-
ever, due to the lack of large-scale open-sourced datasets, we create

Table 3: An overview of our benchmark tasks and strategies to �ne-
tune TURL.

Task Finetune Strategy
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new datasets for other tasks based on our held-out set of relational
tables and an existing KB.

Next we introduce the de�nition, baselines, dataset and results
for each task. Our pre-trained framework is general and can be
�ne-tuned for all the independent tasks.

6.1 General Setup across All Tasks
We use the pre-training tables to create the training set for each
task, and always build data for evaluation using the held-out vali-
dation/test tables. This way we ensure that there is no overlapping
tables in training and validation/test. For �ne-tuning, we initial-
ize the parameters with a pre-trained model, and further train all
parameters with a task-speci�c objective. To demonstrate the e�-
ciency of pre-training, we only �ne-tune our model for 10 epochs
unless otherwise stated.

6.2 Entity Linking
Entity linking is a fundamental task in table interpretation, which
is de�ned as:

De�nition 6.1. Given a table) and a knowledge baseKB, entity
linking aims to link each potential mention in cells of ) to its
referent entity 4 2 KB.

Entity linking is usually addressed in two steps: a candidate
generation module �rst proposes a set of potential entities, and an
entity disambiguation module then ranks and selects the entity that
best matches the surface form and is most consistent with the table
context. Following existing work [4, 16, 35], we focus on entity
disambiguation and use an existing Wikidata Lookup service for
candidate generation.

Mechanisms to consider the table structure and order

Inference: 
combination 
of lookup 
score and 
output

Disambiguation only

Efficient
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TableLlama: Overview

Training with TableInstruct 
• Dataset with 14 datasets for 11 tasks
• 1.24M tables 
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TableLlama: CEA example
Entity linking with GenAI 
• Challenges

• Requires candidate retrieval
• Context length

• Table
• Candidates

• Returns answer in natural 
language

• Interaction
• Cons

• Confidence estimation is 
non-trivial

• Does not scale; 
• e.g., ~1000x TURL’s 

execution time
• some tables do not fit 

the context
• Pros 

• Great generalization
• In-context learning and task 

adaptation
• Promising new data 

enrichment features
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TableLlama: CTA example
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In-domain Evaluation

Datasets Metric Base TableLlama SOTA GPT-3.5 GPT-4§

Column Type Annotation F1 3.01 94.39 94.54*† (Deng et al., 2020) 30.88 31.75
Relation Extraction F1 0.96 91.95 94.91*† (Deng et al., 2020) 27.42 52.95
Entity Linking Accuracy 31.80 93.65 84.90*† (Deng et al., 2020) 72.15 90.80
Schema Augmentation MAP 36.75 80.50 77.55*† (Deng et al., 2020) 49.11 58.19
Row Population MAP 4.53 58.44 73.31*† (Deng et al., 2020) 22.36 53.40
HiTab Exec Acc 14.96 64.71 47.00*† (Cheng et al., 2022a) 43.62 48.40
FeTaQA BLEU 8.54 39.05 33.44 (Xie et al., 2022) 26.49 21.70
TabFact Accuracy 41.65 82.55 84.87* (Zhao and Yang, 2022) 67.41 74.40

Table 2: In-domain evaluation results. “Base”: LongLoRA model w/o fine-tuning on TableInstruct; “*”: w/
special model architecture design for tables/tasks; “†”: w/ table pretraining; “§": for GPT-4, we uniformly sample
500 examples from test set for each task due to limited budget.

sion that supports 128K context and reports the
best performance. For GPT-3.5, we use the gpt-3.5-
turbo-1106 version, which supports 16K context.

4 Result Analysis

4.1 Main Results

In-domain Results. As Table 2 shows, we train
TableLlama on eight table-based tasks and eval-
uate it on their test sets as the in-domain results.
Due to the special semi-structured nature of tables,
for most table-based tasks, existing work achieves
SOTA results by using pretraining on large-scale
tables and/or special model architecture design tai-
lored for tables. Nonetheless, we observe that:

By simply fine-tuning a large language model on
TableInstruct, TableLlama can achieve compa-
rable or even better performance on almost all the
tasks without any table pretraining or special table
model architecture design. For most of the tasks,
the performance gap is within 3 absolute points, ex-
cept for row population. For entity linking, schema
augmentation, HiTab and FeTaQA, TableLlama
can exceed the SOTA performance by up to 17.71
absolute points. This demonstrates that empower-
ing open-source LLMs with more powerful table
understanding abilities via instruction tuning can be
a promising research direction to further explore.
TableLlama displays advantanges in table QA

tasks. HiTab and FeTaQA are two table question
answering tasks we include for training. By com-
paring the results, we found that TableLlama can
surpass the SOTA by 5.61 points for FeTaQA and
17.71 points for HiTab, which is full of numerical
reasoning on tables. As LLMs have been shown
superior in interacting with humans and answering
questions, this indicates that the existing underly-
ing strong language understanding ability of LLMs

may be beneficial for such table QA tasks despite
with semi-structured tables.

For entity linking which requires the model
to link the mention in a table cell to the cor-
rect referent entity in Wikidata, TableLlama also
presents superior performance with 8 points gain
over SOTA. Since the candidates are composed of
referent entity name and description, we hypothe-
size LLMs have certain abilities to understand the
description which help identify the correct entities.

Row population is the only task that TableLlama
has a large performance gap compared to the SOTA.
Here we provide a large number of candidates for
the model to rank given table metadata and the seed
row entity. By analyzing the errors, we found that
the model can easily identify the entities contain-
ing similar numbers in sequence, such as the first
example shown in Table 6 in Appendix D. How-
ever, for entities that share high similarities, such
as the second example in Table 6 shows, the tar-
get row entities are the competitions which “Oleg
Veretelnikov” got achievements in. To correctly
populate the entities from the given plenty of can-
didates highly related to “competitions”, it requires
the model to understand the inherent relation be-
tween the athlete and each given candidate, which
is still challenging for the current model.
Out-of-domain results. We evaluate TableLlama
on six out-of-domain datasets. We observe that:

By comparing with the base model, TableLlama
can achieve 5-44 points gain on 6 out-of-domain
datasets, which demonstrates TableInstruct can
enhance the model’s generalization ability. By
learning from the table-based training tasks, the
model has acquired essential underlying table un-
derstanding ability, which can be transferred to
other table-based tasks/datasets and facilitate their
performance. Among these 6 datasets, we found

TableLlama: In-Domain Results

CTA and CEA test sets are subsampled 
from the original test data from TURL

High costs (results for 500 samples)
See also [Peeters & Bizer 2023]

Problem: comparison with approaches tested on SemTab unclear (work in progress)26/05/24 Tutorial @ ESWC2024 56



Wrap-up: Semantic Table Annotations 
vs Data Enrichment

57

Table annotation
• Schema mapping
• Entity linking  

Table augmentation
• With links and data 

extention services

Export: graph
• Table to graph 

transformations

KG generation

KG completion

Export: tabular data

Downstream 
analysis

Enrichment Exploitation

For large data 
enrichment
• Annotations > 

pipeline specs > 
scalable deployment

• Interoperability with 
third-party sources

• Interactive 
exploration and HITL

• Scalability and 
sustainability of 
annotation algorithms 
(time, €)

• Several methods but 
limited integration yet
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Wrap-up: Algorithms + Humans for 
Semantic Data Erichment

• Algorithms
• Pre-compute annotations

• Schema-level (reference vocabularies)
• Instance-level (entities)

• Fuse data from the target data 
sources into the source data

• Manipulate data

• Transform the data into 
semantically annotated data at 
scale

• Humans
• Revise annotations 
• Configure reconciliation services
• Fine-tune pre-trained algorithms on 

specific data (w. limited effort)

• Specify which data to fuse

• Specify manipulations
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Wrap-up: Semantic Table Annotation
SOTA vs. Data Enrichment 
• Algorithms

• Several specific heuristic methods from SemTab challenges
• High performance on SemTab data (… and previous datasets)

• LLM-based generalistic approaches
• High generalization
• Novel enrichment features
• Significant scalability issues
• Interpretability issues and control

• Tools
• Some tools available
• Limited maturity
• Limited exploitation for data enrichment
• No connection to LLM-based generalistic approaches
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Towards HITL Enrichment 
in the Practical Section

• SemTUI [https://i2tunimib.github.io/I2T-docs/]

• Interactive web application
• Link & extend paradigm

• Interoperates with different services for 
• data linking 

• Wikidata, Geonames, Geocoding APIs, Atoka, 
etc.

• data extension
• Wikidata, weather APIs, route plans, Atoka)

• end-to-end abular data annotation

• Alligator [Avogadro&al.WI23]
• Confidence-aware entity linking

• features + NNs

C°/+0 C°/+1

18 20

17 19

17 20

KEYWORD #im REGION Date

194906 64 Thuringia 2017-03-11

517827 50 Bavaria 2017-03-12

459143 42 Berlin 2017-03-12

Input data Additional data 

?

?

?

Marketing data enrichment
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